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Medium-term forecast of the sea ice extent has been carried out by determining of the relationship between 
incoming solar radiation and the sea ice extent in the Northern Hemisphere. Diff erent methods of statistic and 
neuronic modeling have been used. The forecast shows that the chief factor determining the variation in the 
maximum and minimum sea ice extent in the medium-term scale is the variability of solar radiation arriving at 
the top of the atmosphere. Evaluation of the medium-term forecasts of the sea ice extent demonstrates eff ective-
ness of using the averaged results of the regression analysis and of neural network modeling.
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INTRODUCTION

The mean annual area of the sea ice extent in the 
world ocean is 26 million km2, or approximately 7 % 
of its area. In the Northern Hemisphere, the land ice 
accounts for only 20 % of the total area of the ice cov-
er, while the remaining 80 % are covered by sea ice 
[Frolov and Gavrilo, 1997]. On average, the area of 
the sea ice extent in Arctic throughout the period of 
satellite observations (1979–2006) was about 15 mil-
lion km2 in February–March and 4.5–5 million km2 
in September [Fetterer and Knowles, 2004; http://
nsidc.org]. In modern time, reduction in the sea ice 
extent of multi-year and seasonal sea ice in Arctic re-
lated to climate change is observed [Meier et al., 2007; 
Wang and Overland, 2009; Ikeda, 2012; IPCC, 2013]. 
However, the causes of the long-lasting climate 
change and the resulting reduction of the sea ice ex-
tent in the Northern Hemisphere have not been ex-
plicitly determined [Kondratyev, 1987; Ishibuchi and 
Tanaka, 1993; Monin and Shishkov, 2000; Badera et 
al., 2011]. The unascertained causes of changes in the 
climatic conditions determining the sea ice extent 
create a problem in forecasting the sea ice extent of 
the Arctic seas. The trend of changes in the carbon 
dioxide content in the atmosphere is an important ba-
sis for prognostic solutions used in physical and 
mathematical models. However, the actual forecasts 
of changes in the content of СО2 in the atmosphere 
do not seem well-grounded but rather conditional; 
therefore, the forecasts of climatic conditions and of 

the sea ice extent made on this insecure basis are 
largely assumptive. At the same time, connection be-
tween changes in the sea ice extent and the incoming 
solar radiation arriving at the top of the atmosphere 
(TA) has been determined. The values of the insola-
tion have been calculated till 2050 [Fedorov, 2015a, 
2016]. The objective of this study is to evaluate the 
possibilities of medium-term forecasting of changes in 
the sea ice extent on the basis of the calculated insola-
tion values, using statistic methods and neuronic 
modeling. Forecasting changes in the sea ice extent is 
an important task due to development of Arctic ship-
ping and oil and gas production in off shore Arctic. 

Background insolation data
The values of the incoming solar radiation arriv-

ing at the TA were earlier calculated on the basis of 
astronomic ephemerides (http://ssd.jpl.nasa.gov) by 
the method developed by V.M. Fedorov and A.A. Kos-
tin [Fedorov, 2015b,c, 2016]. The values of solar radia-
tion arriving at the terrestrial ellipsoid in the tropical 
years, half-years, and seasons were calculated for dif-
ferent latitudinal zones (5°) of the terrestrial ellipsoid 
in the interval from 1850 to 2050. Based on the com-
putation results for the period of 1850–2050, a data-
base was formed for solar radiation arriving at the TA 
to the latitudinal zones of the Earth with time incre-
ment of 1/12 of the tropical year (http://solar-cli-
mate.com). Changes in the solar activity were not 
taken into consideration. 
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Data analysis and estimations based
on statistical methods

In this study, the obtained values of solar radia-
tion arriving at the TA were compared to the data of 
satellite survey of the sea ice extent (from 1979 to 
2013) in the Northern Hemisphere of the Earth [Fet-
terer and Knowles, 2004; http://nsidc.org]. The au-
thors analyzed two parameters of the sea ice extent of 
the Northern Hemisphere: the maximum and mini-
mum values of the sea ice extent for many years’ peri-
ods. Close connection was found between many years’ 
behavior of the sea ice extent and the incoming solar 
radiation arriving at the TA in the Northern Hemi-
sphere in the summer half-year, as well as the incom-
ing solar radiation arriving at the TA, considering its 
accumulation. Accumulation of solar radiation was 
calculated by the authors from the year of the begin-
ning of observations (1979) by sequential addition of 
the annual va lues (into the future) and sequential 
subtraction (in to the past). The correlation coeffi  -
cient between the accumulated solar radiation and 

the maximum and minimum sea ice extent was –0.835 
and –0.852, respectively. 

The linear (Fig. 1) and polynomial forms of con-
nection between accumulated solar radiation and the 
sea ice extent in the Northern Hemisphere were in-
vestigated. The correlation coeffi  cient between the 
actual and computed values of the maximum sea ice 
extent was found to be equal to 0.835. The mean an-
nual variance was 0.23 million km2, which is 1.45 % 
from the mean annual value of the maximum sea ice 
extent for the period from 1979 to 2013, or 79.1 % 
from the mean module of the multi-decadal variance 
of the maximum sea ice extent (the actual data). The 
correlation coeffi  cient between the actual and com-
puted values of the minimum sea ice extent was equal 
to 0.852 (Fig. 2). The mean annual (by module) value 
of the variance was 0.43 million km2, i.e., 6.72 % of the 
mean annual value of the minimum sea ice extent for 
the period of 1979–2013, or 72.6 % of the mean an-
nual (by module) value of the multi-decadal variance 
(less than natural climatic variance).

Based on the regression equations obtained, the 
maximum and minimum sea ice extent values were 
computed from the period from 1850 to 2050 (Fig. 3). 
For the maximum sea ice extent, the value computed 
for the year of 1850  was found to be equal to 
21.37 million km2, and for the year of 2050, the value 
was 13.33 million km2. For the year of 1850, the value 
of the minimum sea ice extent equal to 9.31  mil-
lion km2 was obtained, and for the year of 2050, the 
value was found to be 1.60 million km2. 

Comparison of the results of statistical forecasting 
to the data provided by physical

and mathematical models
There are physical and mathematical models of 

the total atmospheric and oceanic circulation, on the 
basis of which the values of the sea ice extent have 
been calculated for the Northern Hemisphere till 
2090 [Badera et al., 2011; IPCC, 2013; Liua et al., 

Fig. 1. Linear dependence of the minimum value of 
sea ice extent on incoming solar radiation arriving 
at TA in the Northern Hemisphere in the summer 
half-year.

Fig. 2. The actual values (1) and the values of the 
minimum sea ice extent calculated by the linear re-
gression equation (2) in the Northern Hemisphere.

Fig. 3. Variation in the maximum (1) and minimum 
(2) values of the sea ice extent in the Northern 
Hemisphere in the period from 1850 to 2050. 
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2013; Cassano et al., 2014]. Table 1 shows the mean 
annual maximum and minimum values of the sea ice 
extent calculated for the period of 2011–2030 using 
diff erent physical and mathematical models.

The mean annual values of the sea ice extent ob-
tained by the authors on the basis of a linear regres-
sion equation are for the same time intervals 14.52 
and 4.23 million km2, accordingly (the maximum and 
minimum values of the sea ice extent, accordingly) 
and are closest to the values calculated by the model 
of the National Center for Atmospheric Research, 
USA (the maximum values of the sea ice extent), and 
the Canadian Centre for Climate Modeling and Ana-
lysis (the minimum values of the sea ice extent). It is 
to be noted that in the calculations based on the re-
gression equations only one factor, the incoming solar 
radiation arriving at the TA (considering its accumu-
lation), was considered. 

As the correlation analysis allows evaluation of 
the connection between values and processes but 
does not allow the form of connection between two 
variables to be determined, we tested application of 
neural modeling to medium-term estimation of the 
changes in the sea ice extent. 

Comparison of the possibilities
of statistical and neural networks methods

in investigating time series
Studying the behavior of the sea ice extent gen-

erates numerical sequences (naturally associated 
with certain moments of time) called time series. 
A time series is statistical data on the parameters of 
the process under study collected at different mo-
ments of time (in the given case, a process of connec-
tion between two time series is investigated – the 
incoming solar radiation arriving at the TA and the 
sea ice extent in the Northern Hemisphere). Each 
unit of the statistical material is named measurement 
or record. In a time series, time of measurement 
should be indicated for each record. A time series es-
sentially diff ers from a simple sample of data, as in 
this analysis interaction between the measurements 
and time is taken into account, not only statistical 
variability and statistical characteristics of the sam-
ple [Bogolyubov et al., 2013]. 

There are currently a multitude of models sol-
ving the forecasting problem. However, the existing 
methods hardly consider all the factors which can in-
fl uence the value estimated and precisely determine 
the dependence between them. This aff ects the qua-
lity of forecasting. The statistical methods are the 
most widespread methods of analyzing the time series 
[Bogolyubov et al., 2013]. The major challenges of 
forecasting time series in using statistical methods are 
the following:

– the absence of operative evaluation of the de-
pendence between the input parameters and the esti-
mated value. For example, the authors have found 

association between the incoming solar radiation ar-
riving at the TA and the behavior of the sea ice ex-
tent. However, the type of this association cannot be 
unambiguously determined. As a result, given the 
high correlation degree of the series, the computation 
values computed by the linear regression equation 
diff er from those obtained in the calculations based 
on the polynomial regression equation;

– fi nding the attributes most aff ecting the fore-
cast value of the attributes and determining the time 
interval in the past, in which the given variables exert 
signifi cant infl uence on the estimated value in the fu-
ture;

– determining the dependence between the vari-
ables found and the estimated value;

– a requirement for high qualifi cations of the re-
searcher using complex statistical methods.

As a model of complex multi-dimensional non-
linear regression, a neural network exceeds the above 
methods for its precision degree and has a number of 
advantages [Ishibuchi and Tanaka, 1993; Gorban, 
1998; Tsaregorodtsev, 2015]. Neural modeling creates 
the following possibilities:

– ensuring works with non-information noise in-
put signals, as the neural network can determine their 
unsuitability for solving the problem and explicitly 
reject them;

– ensuring works with information of diff erent 
types: continual and discreet, qualitative and quanti-
tative, which is challenging for statistical methods;

– a neural network places less demands on the 
qualifi cations of the researcher using it than complex 
statistical models capable of providing similar results;

– having originally set the synaptic weights in a 
neural network, one can retrieve and test the assumed 
statistical models and improve them by “training” the 
network [Wasserman, 1992; Tsaregorodtsev, 2015].

Considering certain limitations of the correla-
tion analysis related to the fact that it refl ects only 
the linear dependence of the values, not their func-

Ta b l e  1. Calculated area of sea ice extent
 in the Northern Hemisphere [Brander et al., 2005]

Model
Area, million km2

max (March) min (September)
CGCM2 15.14 3.33
CSM_1.4 15 7
ECHAM4/0PYC3 15.62 6.03
GFDL-R30_c 15.60 5.91
HadCM3 15.33 6.22

N o t e. CGCM2 – Canadian Centre for Climate Model-
ing and Analysis, Canada, CSM_1.4 – National Center for At-
mospheric Research, USA, ECHAM4/0PYC3 – Max-Planck 
Institute for Meteorology, Germany, GFDL-R30_c – Geo-
physical Fluid Dynamics Laboratory, USA, HadCM3 – Hadley 
Centre for Climate Prediction and Research, Great Britain.
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tional connections, the authors also used parallel cal-
culations using neural network modeling. To forecast 
time series, a software program developed by 
O.E. Bukharov on the basis of Nvidia CUDA (Com-
pute Unified Device Architecture) architecture in 
the Moscow Institute of Electronics and Mathemat-
ics of the Higher School of Economics was used. The 
program was chosen due to its novelty, quality and 
accessibility, as well as due to the developer’s partici-
pation in the study conducted. This neural network, 
which is a three-layered perceptron, unites a genetic 
algorithm and interval networks [Bogolyubov et al., 
2013; Bukharov and Bogolyubov, 2015].

Genetic algorithms, the algorithms for solving 
complex non-formalized problems, are applied to very 
large-sized problems and in the absence of regular ba-
sic data. These algorithms imitate Darwin’s evolution 
theory, searching for solution by sequential improve-
ment of the sets of potential solutions. Improvement 
of each subsequent set takes place due to crossing and 
mutations of the best representatives of the previous 
set of solutions. An interval neural network is a sys-
tem of interconnected and interacting interval neu-
rons, having the input and output values set as inter-
vals (i.e., not one value but a continual set of values in 
the range between a pair of values setting the interval 
limits). Multi-layered networks are formed by cas-
cades of layers, with the output of one layer being the 
input for another layer. Generally speaking, a multi-
layered perceptron is one of the most popular neural 
network models [Wasserman, 1992]. Each neuron of 
the layer receives for its input a sum of weighed out-
puts of the neurons of the previous layer. At the out-
put, each neuron has a value of its activation function 
from the output. To train the multi-layered percep-
tron, the algorithm of error backpropagation is ap-
plied, based on the method of gradient descent.

Analysis and forecasting based
on neural network modeling

As input data, the same results of the satellite 
observations of the sea ice extent and the previously 
calculated insolation data [Fetterer and Knowles, 
2004; http://nsidc.org; http://www.solar-climate.
com] were used. 

As input data, the system was off ered arrays of 
the following annual parameters from 1979 to 2013:

– interval values of the sea ice extent (from mini-
mum values in September to maximum values in 
March);

– incoming solar radiation arriving at TA in the 
summer half-year in the Northern Hemisphere;

– incoming solar radiation arriving at TA in the 
summer half-year in the Northern Hemisphere con-
sidering its accumulation;

– the diff erence between the solar radiation va-
lues arriving at TA in the equatorial and polar regions 
of the Northern Hemisphere for the year and the 
summer half-year (considering accumulation of solar 
radiation and without it);

– the ordinal number of the year.
Resulting from application of the system to solv-

ing the problem of forecasting the sea ice extent, the 
networks using the incoming solar radiation arriving 
at TA as one of the input parameters proved to be 
found in the pool of the quality information systems. 
This suggests that this parameter has been consis-
tently selected as a factor exerting essential infl uence 
on the forecast value. Comparing the forecasts ob-
tained by the system for the years with the previously 
known parameters to the actual values of the sea ice 
extent, one can see the quality of the forecast and suf-
fi ciency of the historical knowledge (needed for train-
ing the system) of the sea ice extent and of the knowl-
edge of the incoming solar radiation arriving at the 
TA. The standard mean-root square error of forecast-
ing for the forecasting depth of 1 year is 0.002 82, that 
for the forecasting depth of 2 years is 0.004 82, and 
that for the forecasting depth of 3 years is 0.005 62. 
These results were obtained in training the system on 
historical data on the sea ice extent and the incoming 
solar radiation arriving at TA from 1979 to 2008. The 
test forecasts and evaluation of the forecasting quali-
ty were conducted on the historical data of 2009–
2013.

To calculate the standard mean-root square error 
of forecasting, the formula was used, 

 −⎛ ⎞
= ⎜ ⎟Δ⎝ ⎠

2x̂ xError
x

,

where x̂  is the predicted value of the variable; x is the 
actual value of the variable; Δ = −max minx x x .

Considering the obtained evaluations of the test 
results, changes in the sea ice extent were estimated 
for the period of 2014–2016 without actual data on 
the ice situation (Table 2).

Comparison of the forecasting results on the basis 
of statistical data and neural network modeling

The values of the sea ice extent for the period 
from 2014 to 2016 calculated with neural networks 
were compared to the forecast values calculated by 
the linear and polynomial regression equations (Tab-
le 3). It follows from comparison of the forecast valu-
es of the sea ice extent that: 

1. The results of forecasting the minimum sea ice 
extent at neural network modeling exceed the respec-

Ta b l e  2.  Estimated change of the sea ice extent
 in the Northern Hemisphere

Year
Sea ice extent, million km2

min max
2014 5.40 14.48
2015 5.54 14.20
2016 5.60 14.30
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tive values calculated by regression equations. Re-
versely, when forecasting the maximum sea ice extent, 
the values calculated with the neural networks were 
less than those obtained from the regression equa-
tions. 

2. In calculating the maximum sea ice extent, the 
mean variance between the values calculated by neu-
ral networks and by linear and polynomial (fuzzy) 
regression equations are close (–0.41 and –0.46). In 
forecasting the minimum sea ice extent, the mean 
variance between the values calculated with neural 
networks and with the polynomial regression equa-
tion nearly doubled the mean variance between the 
values obtained with neural networks and with the 
linear regression equation.

3. The absolute values of the variance in fore-
casting the minimum sea ice extent essentially exceed 
the variance in the values obtained with neural net-
works and the values calculated with the regression 
equations in forecasting the maximum sea ice extent.

The mean variance in forecasting the maximum 
sea ice extent with neural networks is 2.95 % of the 
mean value of the sea ice extent, calculated by the re-
gression equations. When the minimum sea ice extent 
is estimated, this variance increases compared to the 
results calculated by the linear regression equation to 

16.99 %, and compared to the results calculated by 
the polynomial regression equation – to 39.49 %. This 
occurs due to both increase of the value of variance 
and reduction of the absolute values of the sea ice ex-
tent. Thus, the values closest to those calculated with 
neural networks were obtained with the results calcu-
lated by a linear regression equation. In forecasting 
the maximum sea ice extent they are lea than in fore-
casting the minimum sea ice extent. 

To compare the forecast values of the sea ice ex-
tent with the actual values, the forecast values were 
calculated on the basis of more continual time series 
(1870–2007) по sea ice extent [Walsh and Chapman, 
2001; IPCC, 2013; Fedorov, 2015a]. The continuity of 
the time series allowed us to make a forecast for the 
period from 2008 to 2012 for which satellite data 
were available (assumed to be actual data). In neural 
network forecasting the mean standard error for the 
test series was 0.003 45, the maximum standard error 
was 0.053 79.

The values of the maximum sea ice extent calcu-
lated for the period of 2008–2012 by the linear re-
gression equations and with neural networks were 
compared to satellite data [Fetterer and Knowles, 
2004; http://nsidc.org] (Table 4). In this case, the 
values obtained by means of neural networks exceed 

Ta b l e  3. Estimated values of sea ice extent based on analysis of satellite data, million km2

Year

Values calculated with the regression 
equation Values calculated

with neural networks

Diff erence of results by neural networks

linear equation 2nd-degree 
polynomial

and linear 
regression  equation 

and polynomial 
regression  equation

Maximum sea ice extent
2014 14.78 14.83 14.48 –0.30 –0.35
2015 14.74 14.78 14.20 –0.54 –0.58
2016 14.70 14.75 14.30 –0.40 –0.45

Mean value 14.74 14.79 14.33 –0.41 –0.46
Minimum sea ice extent

2014 4.80 4.15 5.40 0.60 1.25
2015 4.71 3.95 5.54 0.83 1.59
2016 4.63 3.75 5.60 0.97 1.85

Mean value 4.71 3.95 5.51 0.80 1.56

Ta b l e  4.   Estimated values of maximum sea ice extent based on reconstruction of maximum sea ice extent
 [Walsh and Chapman, 2001], million km2

Year Values based
on satellite data

Values calculated
with the regression equation Values calcu-

lated with neu-
ral networks

Mean values calculated 
with the linear regres-
sion equation and with 

neural networks 

Diff erence between 
calculated mean val-
ues and actual valueslinear equation 2nd-degree

polynomial
2008 15.22 15.02 15.03 15.39 15.21 0.01
2009 15.14 14.98 14.99 15.59 15.29 0.15
2010 15.11 14.94 14.96 15.36 15.15 0.04
2011 14.58 14.90 14.92 15.32 15.11 0.53
2012 15.24 14.86 14.89 15.51 15.19 0.05

Mean value 15.06 14.94 14.96 15.44 15.19 0.16
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the va lues of the maximum sea ice extent calculated 
by the linear and polynomial regression equations. 
The values calculated with neural networks also ex-
ceed all the respective satellite (actual) data in this 
interval on average by 0.38 million km2, or 2.50 % of 
the mean annual value of the maximum sea ice extent 
in the period of 2008–2012. The mean value of the 
variance between the values of the maximum sea ice 
extent calculated by the linear regression equation is 
0.25 million km2, or 1.63 % of the mean annual value 
of the maximum sea ice extent in the period of 2008–
2012. The mean variance between the averaged (by 
two calculation methods) values of the maximum sea 
ice extent calculated with neural networks and by the 
linear regression equation and satellite (actual) data 
by the module is 0.16 million km2, or 1.04 % of the 
mean annual value of the maximum sea ice extent in 
the period from 2008 to 2012, i.e. in this case variance 
(by absolute values) decreases 2.4 times. 

We have not been able to make a similar com-
parison with the minimal values of the sea ice extent, 
as continuous series [Walsh and Chapman, 2001; 
http://arctic.atmos.uiuc.edu] diff er much from the 
satellite data [Fetterer and Knowles, 2004; http://
nsidc.org] in terms of the minimum sea ice extent. 
This is likely to be related to diff erences in their cal-
culations (some are calculated for the end of Septem-
ber, the others are mean monthly values for Septem-
ber). However, concordance of the minimum values 
of the sea ice extent calculated on the basis of this 
series with the neural networks and by the linear re-
gression equation is rather high (Table 5).

The mean variation by the module is 4.01 % of 
the mean for the period of 2008–2012 minimum sea 
ice extent by the linear regression equation, and 
3.91 % of the mean sea ice extent calculated with neu-
ral networks. In this case, the difference module 
(0.24 million km2) is much less that that obtained by 
a short series (0.80 million km2, Table 3). However, 
these diff erences are much less than the diff erences 
between the mean annual values of the sea ice extent 
obtained by the calculations based on individual 
physical and mathematical models (Table 1).

Ta b l e  5.  Estimated values of minimum sea ice extent based on reconstruction [Walsh and Chapman, 2001],
 million km2

Year
Values calculated

with the linear regres-
sion equation

Values calculated
with neural networks

Diff erence between the results cal-
culated with the linear regression 

equation and with neural networks 
Module of diff erence

of results 

2008 8.85 8.82 0.03 0.03
2009 8.82 9.44 –0.62 0.62
2010 8.80 8.86 –0.06 0.06
2011 8.78 8.90 –0.12 0.12
2012 8.76 9.12 –0.36 0.36

Mean value 8.802 9.028 –0.24 0.24

CONCLUSION

1. The experience of forecasting variation in the 
sea ice extent with various mathematical methods ap-
plied (statistical and neural network modeling) 
shows that incoming solar radiation arriving at the 
top atmosphere is the most signifi cant factor deter-
mining the multi-decadal variations between the 
maximum and minimum values of the sea ice extent. 

2. The use of the averaged results of the regres-
sion analysis and of the results of neural network 
modeling has been shown to be eff ective for medium-
range forecasting of the sea ice extent. Thus, com-
bined application of statistical methods and neural 
network modeling (statistical and neural network 
methods ensemble) seems to be promising for medi-
um-range forecasting of the variation in the sea ice 
extent.

The study was performed supported by the gov-
ernment program “Geoecological Analysis and Fore-
casting the Behavior of the Permafrost Zone of Rus-
sian Arctic”. 
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